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An Overview of  
Regression Analysis

1.1   What Is Econometrics?

“�Econometrics is too mathematical; it’s the reason my best friend isn’t 
majoring in economics.”

“�There are two things you are better off not watching in the making: 
sausages and econometric estimates.”1

“�Econometrics may be defined as the quantitative analysis of actual  
economic phenomena.”2

“�It’s my experience that ‘economy-tricks’ is usually nothing more than a 
justification of what the author believed before the research was begun.”

Obviously, econometrics means different things to different people. To 
beginning students, it may seem as if econometrics is an overly complex 
obstacle to an otherwise useful education. To skeptical observers, econometric 

Chapter 1

1. Ed Leamer, “Let’s take the Con out of Econometrics,” American Economic Review, Vol. 73,  
No. 1, p. 37.

2. Paul A. Samuelson, T. C. Koopmans, and J. R. Stone, “Report of the Evaluative Committee for 
Econometrica,” Econometrica, 1954, p. 141.
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20 Chapter 1  An Overview of Regression Analysis 

results should be trusted only when the steps that produced those results are 
completely known. To professionals in the field, econometrics is a fascinat-
ing set of techniques that allows the measurement and analysis of economic 
phenomena and the prediction of future economic trends.

You’re probably thinking that such diverse points of view sound like the 
statements of blind people trying to describe an elephant based on which 
part they happen to be touching, and you’re partially right. Econometrics 
has both a formal definition and a larger context. Although you can easily 
memorize the formal definition, you’ll get the complete picture only by 
understanding the many uses of and alternative approaches to econometrics.

That said, we need a formal definition. Econometrics—literally, “economic 
measurement”—is the quantitative measurement and analysis of actual 
economic and business phenomena. It attempts to quantify economic 
reality and bridge the gap between the abstract world of economic theory 
and the real world of human activity. To many students, these worlds may 
seem far apart. On the one hand, economists theorize equilibrium prices 
based on carefully conceived marginal costs and marginal revenues; on 
the other, many firms seem to operate as though they have never heard of 
such concepts. Econometrics allows us to examine data and to quantify the 
actions of firms, consumers, and governments. Such measurements have a 
number of different uses, and an examination of these uses is the first step to 
understanding econometrics.

Uses of Econometrics

Econometrics has three major uses:

1.	 describing economic reality

2.	 testing hypotheses about economic theory and policy

3.	 forecasting future economic activity

The simplest use of econometrics is description. We can use econometrics 
to quantify economic activity and measure marginal effects because econo-
metrics allows us to estimate numbers and put them in equations that previ-
ously contained only abstract symbols. For example, consumer demand for 
a particular product often can be thought of as a relationship between the 
quantity demanded 1Q2 and the product’s price 1P2, the price of a substitute 
1Ps2, and disposable income 1Yd2. For most goods, the relationship between 
consumption and disposable income is expected to be positive, because 
an increase in disposable income will be associated with an increase in the 
consumption of the product. Econometrics actually allows us to estimate that 

M01_STUD4091_07_GE_C01.indd   20 16/09/16   9:43 PM

Sam
ple

 pa
ge

s



21 W hat Is Econometrics?

relationship based upon past consumption, income, and prices. In other 
words, a general and purely theoretical functional relationship like:

	 Q = β0 + β1P + β2PS + β1Yd	 (1.1)

can become explicit:

	 Q = 27.7 - 0.11P + 0.03PS + 0.23Yd	 (1.2)

This technique gives a much more specific and descriptive picture of the 
function.3 Let’s compare Equations 1.1 and 1.2. Instead of expecting con-
sumption merely to “increase” if there is an increase in disposable income, 
Equation 1.2 allows us to expect an increase of a specific amount (0.23 units 
for each unit of increased disposable income). The number 0.23 is called an 
estimated regression coefficient, and it is the ability to estimate these coeffi-
cients that makes econometrics valuable.

The second use of econometrics is hypothesis testing, the evaluation of 
alternative theories with quantitative evidence. Much of economics involves 
building theoretical models and testing them against evidence, and hypoth-
esis testing is vital to that scientific approach. For example, you could test the 
hypothesis that the product in Equation 1.1 is what economists call a normal 
good (one for which the quantity demanded increases when disposable income 
increases). You could do this by applying various statistical tests to the estimated 
coefficient (0.23) of disposable income (Yd) in Equation 1.2. At first glance, 
the evidence would seem to support this hypothesis, because the coefficient’s 
sign is positive, but the “statistical significance” of that estimate would have to 
be investigated before such a conclusion could be justified. Even though the 
estimated coefficient is positive, as expected, it may not be sufficiently different 
from zero to convince us that the true coefficient is indeed positive.

The third and most difficult use of econometrics is to forecast or predict 
what is likely to happen next quarter, next year, or further into the future, based 
on what has happened in the past. For example, economists use economet-
ric models to make forecasts of variables like sales, profits, Gross Domestic  
Product (GDP), and the inflation rate. The accuracy of such forecasts depends 
in large measure on the degree to which the past is a good guide to the future. 
Business leaders and politicians tend to be especially interested in this use of 

3. It’s of course naïve to build a model of sales (demand) without taking supply into consider-
ation. Unfortunately, it’s very difficult to learn how to estimate a system of simultaneous equa-
tions until you’ve learned how to estimate a single equation. As a result, we will postpone our 
discussion of the econometrics of simultaneous equations until Chapter 14. Until then, you 
should be aware that we sometimes will encounter right-hand-side variables that are not truly 
“independent” from a theoretical point of view.
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22 Chapter 1  An Overview of Regression Analysis 

econometrics because they need to make decisions about the future, and the 
penalty for being wrong (bankruptcy for the entrepreneur and political defeat 
for the candidate) is high. To the extent that econometrics can shed light on 
the impact of their policies, business and government leaders will be better 
equipped to make decisions. For example, if the president of a company 
that sold the product modeled in Equation 1.1 wanted to decide whether to 
increase prices, forecasts of sales with and without the price increase could be 
calculated and compared to help make such a decision.

Alternative Econometric Approaches

There are many different approaches to quantitative work. For example, the 
fields of biology, psychology, and physics all face quantitative questions simi-
lar to those faced in economics and business. However, these fields tend to use 
somewhat different techniques for analysis because the problems they face 
aren’t the same. For example, economics typically is an observational disci-
pline rather than an experimental one. “We need a special field called econo-
metrics, and textbooks about it, because it is generally accepted that economic 
data possess certain properties that are not considered in standard statistics 
texts or are not sufficiently emphasized there for use by economists.”4

Different approaches also make sense within the field of economics. A 
model built solely for descriptive purposes might be different from a forecast-
ing model, for example.

To get a better picture of these approaches, let’s look at the steps used in 
nonexperimental quantitative research:

1.	 specifying the models or relationships to be studied

2.	 collecting the data needed to quantify the models

3.	 quantifying the models with the data

The specifications used in step 1 and the techniques used in step 3 differ 
widely between and within disciplines. Choosing the best specification for 
a given model is a theory-based skill that is often referred to as the “art” of 
econometrics. There are many alternative approaches to quantifying the same 
equation, and each approach may produce somewhat different results. The 
choice of approach is left to the individual econometrician (the researcher 
using econometrics), but each researcher should be able to justify that choice.

4. Clive Granger, “A Review of Some Recent Textbooks of Econometrics,” Journal of Economic 
Literature, Vol. 32, No. 1, p. 117.
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23 W hat Is Regression Analysis?

This book will focus primarily on one particular econometric approach: 
single-equation linear regression analysis. The majority of this book will thus 
concentrate on regression analysis, but it is important for every econometri-
cian to remember that regression is only one of many approaches to econo-
metric quantification.

The importance of critical evaluation cannot be stressed enough; a good 
econometrician can diagnose faults in a particular approach and figure out 
how to repair them. The limitations of the regression analysis approach must 
be fully perceived and appreciated by anyone attempting to use regression 
analysis or its findings. The possibility of missing or inaccurate data, incor-
rectly formulated relationships, poorly chosen estimating techniques, or 
improper statistical testing procedures implies that the results from regres-
sion analyses always should be viewed with some caution.

1.2   What Is Regression Analysis?

Econometricians use regression analysis to make quantitative estimates of 
economic relationships that previously have been completely theoretical in 
nature. After all, anybody can claim that the quantity of iPhones demanded 
will increase if the price of those phones decreases (holding everything else  
constant), but not many people can put specific numbers into an equation and 
estimate by how many iPhones the quantity demanded will increase for each 
dollar that price decreases. To predict the direction of the change, you need a 
knowledge of economic theory and the general characteristics of the product 
in question. To predict the amount of the change, though, you need a sample of 
data, and you need a way to estimate the relationship. The most frequently used 
method to estimate such a relationship in econometrics is regression analysis.

Dependent Variables, Independent Variables, and Causality

Regression analysis is a statistical technique that attempts to “explain” move-
ments in one variable, the dependent variable, as a function of movements in a 
set of other variables, called the independent (or explanatory) variables, through  
the quantification of one or more equations. For example, in Equation 1.1:

	 Q = β0 + β1P + β2PS + β1Yd	 (1.1)

Q is the dependent variable and P, PS, and Yd are the independent variables. 
Regression analysis is a natural tool for economists because most (though 
not all) economic propositions can be stated in such equations. For example, 
the quantity demanded (dependent variable) is a function of price, the prices 
of substitutes, and income (independent variables).
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24 Chapter 1  An Overview of Regression Analysis 

Much of economics and business is concerned with cause-and-effect 
propositions. If the price of a good increases by one unit, then the quantity 
demanded decreases on average by a certain amount, depending on the 
price elasticity of demand (defined as the percentage change in the quantity 
demanded that is caused by a one percent increase in price). Similarly, if the 
quantity of capital employed increases by one unit, then output increases by 
a certain amount, called the marginal productivity of capital. Propositions 
such as these pose an if-then, or causal, relationship that logically postulates 
that a dependent variable’s movements are determined by movements in a 
number of specific independent variables.

Don’t be deceived by the words “dependent” and “independent,” how-
ever. Although many economic relationships are causal by their very 
nature, a regression result, no matter how statistically significant, cannot 
prove causality. All regression analysis can do is test whether a signifi-
cant quantitative relationship exists. Judgments as to causality must also 
include a healthy dose of economic theory and common sense. For 
example, the fact that the bell on the door of a flower shop rings just be-
fore a customer enters and purchases some flowers by no means implies 
that the bell causes purchases! If events A and B are related statistically, it 
may be that A causes B, that B causes A, that some omitted factor causes 
both, or that a chance correlation exists between the two.

The cause-and-effect relationship often is so subtle that it fools even the 
most prominent economists. For example, in the late nineteenth century, 
English economist Stanley Jevons hypothesized that sunspots caused an 
increase in economic activity. To test this theory, he collected data on national  
output (the dependent variable) and sunspot activity (the independent 
variable) and showed that a significant positive relationship existed. This 
result led him, and some others, to jump to the conclusion that sunspots 
did indeed cause output to rise. Such a conclusion was unjustified because 
regression analysis cannot confirm causality; it can only test the strength and 
direction of the quantitative relationships involved.

Single-Equation Linear Models

The simplest single-equation regression model is:

	 Y = β0 + β1X	 (1.3)
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25 W hat Is Regression Analysis?

Equation 1.3 states that Y, the dependent variable, is a single-equation linear 
function of X, the independent variable. The model is a single-equation 
model because it’s the only equation specified. The model is linear because if 
you were to plot Equation 1.3 it would be a straight line rather than a curve.

The βs are the coefficients that determine the coordinates of the straight line 
at any point. β0 is the constant or intercept term; it indicates the value of Y 
when X equals zero. β1 is the slope coefficient, and it indicates the amount that 
Y will change when X increases by one unit. The line in Figure 1.1 illustrates the 
relationship between the coefficients and the graphical meaning of the regres-
sion equation. As can be seen from the diagram, Equation 1.3 is indeed linear.

The slope coefficient, β1, shows the response of Y to a one-unit increase in X. 
Much of the emphasis in regression analysis is on slope coefficients such as β1.  
In Figure 1.1 for example, if X were to increase by one from X1 to X2 1∆X2, 
the value of Y in Equation 1.3 would increase from Y1 to Y2 1∆Y2. For linear 
(i.e., straight-line) regression models, the response in the predicted value of Y 
due to a change in X is constant and equal to the slope coefficient β1:

	
1Y2 - Y12
1X2 - X12 =

∆Y
∆X

= β1

Y

Y2

Intercept = d0

Y1

0 X1

¢X 

¢Y

X2

Y = d0 + d1X

X

¢Y
¢X

Slope = d1 = (Y2 - Y1)
(X2 - X1)

=

Figure 1.1  Graphical Representation of the Coefficients  
of the Regression Line

The graph of the equation Y = β0 + β1X is linear with a constant slope equal to 
β1 = ∆Y/∆X.
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26 Chapter 1  An Overview of Regression Analysis 

where ∆ is used to denote a change in the variables. Some readers may recog-
nize this as the “rise” 1∆Y2 divided by the “run” 1∆X2. For a linear model, 
the slope is constant over the entire function.

If linear regression techniques are going to be applied to an equation, that 
equation must be linear. An equation is linear if plotting the function in 
terms of X and Y generates a straight line; for example, Equation 1.3 is linear.5

	 Y = β0 + β1X	 (1.3)

The Stochastic Error Term

Besides the variation in the dependent variable (Y) that is caused by the 
independent variable (X), there is almost always variation that comes from 
other sources as well. This additional variation comes in part from omitted 
explanatory variables (e.g., X2 and X3). However, even if these extra variables 
are added to the equation, there still is going to be some variation in Y that 
simply cannot be explained by the model.6 This variation probably comes 
from sources such as omitted influences, measurement error, incorrect func-
tional form, or purely random and totally unpredictable occurrences. By 
random we mean something that has its value determined entirely by chance.

Econometricians admit the existence of such inherent unexplained varia-
tion (“error”) by explicitly including a stochastic (or random) error term in 
their regression models. A stochastic error term is a term that is added to 
a regression equation to introduce all of the variation in Y that cannot be 
explained by the included Xs. It is, in effect, a symbol of the econometrician’s 
ignorance or inability to model all the movements of the dependent variable. 
The error term (sometimes called a disturbance term) usually is referred to 
with the symbol epsilon 1e2, although other symbols (like u or v) sometimes 
are used.

5. Technically, as you will learn in Chapter 7, this equation is linear in the coefficients β0 and β1 
and linear in the variables Y and X. The application of regression analysis to equations that are 
nonlinear in the variables is covered in Chapter 7. The application of regression techniques to 
equations that are nonlinear in the coefficients, however, is much more difficult.

6. The exception would be the extremely rare case where the data can be explained by some sort 
of physical law and are measured perfectly. Here, continued variation would point to an omitted 
independent variable. A similar kind of problem is often encountered in astronomy, where 
planets can be discovered by noting that the orbits of known planets exhibit variations that can 
be caused only by the gravitational pull of another heavenly body. Absent these kinds of physi-
cal laws, researchers in economics and business would be foolhardy to believe that all variation 
in Y can be explained by a regression model because there are always elements of error in any 
attempt to measure a behavioral relationship.
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27 W hat Is Regression Analysis?

The addition of a stochastic error term 1e2 to Equation 1.3 results in a 
typical regression equation:

	 Y = β0 + β1X + e	 (1.4)

Equation 1.4 can be thought of as having two components, the deterministic  
component and the stochastic, or random, component. The expression 
β0 + β1X is called the deterministic component of the regression equation 
because it indicates the value of Y that is determined by a given value  
of X, which is assumed to be nonstochastic. This deterministic component 
can also be thought of as the expected value of Y given X, the mean value 
of the Ys associated with a particular value of X. For example, if the average 
height of all 13-year-old girls is 5 feet, then 5 feet is the expected value of a 
girl’s height given that she is 13. The deterministic part of the equation may 
be written:

	 E1Y �X2 = β0 + β1X	 (1.5)

which states that the expected value of Y given X, denoted as E1Y �X2, is a 
linear function of the independent variable (or variables if there are more 
than one).

Unfortunately, the value of Y observed in the real world is unlikely to be 
exactly equal to the deterministic expected value E1Y �X2. After all, not all 
13-year-old girls are 5 feet tall. As a result, the stochastic element 1e2 must be 
added to the equation:

	 Y = E1Y �X2 + e = β0 + β1X + e	 (1.6)

The stochastic error term must be present in a regression equation 
because there are at least four sources of variation in Y other than the 
variation in the included Xs:

	 1.	� Many minor influences on Y are omitted from the equation (for 
example, because data are unavailable).

	 2.	� It is virtually impossible to avoid some sort of measurement error in 
the dependent variable.

	 3.	� The underlying theoretical equation might have a different functional 
form (or shape) than the one chosen for the regression. For example, 
the underlying equation might be nonlinear.

	 4.	� All attempts to generalize human behavior must contain at least 
some amount of unpredictable or purely random variation.
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28 Chapter 1  An Overview of Regression Analysis 

To get a better feeling for these components of the stochastic error term, 
let’s think about a consumption function (aggregate consumption as a func-
tion of aggregate disposable income). First, consumption in a particular year 
may have been less than it would have been because of uncertainty over the 
future course of the economy. Since this uncertainty is hard to measure, there 
might be no variable measuring consumer uncertainty in the equation. In 
such a case, the impact of the omitted variable (consumer uncertainty) would 
likely end up in the stochastic error term. Second, the observed amount of 
consumption may have been different from the actual level of consump-
tion in a particular year due to an error (such as a sampling error) in the 
measurement of consumption in the National Income Accounts. Third, the 
underlying consumption function may be nonlinear, but a linear consump-
tion function might be estimated. (To see how this incorrect functional 
form would cause errors, see Figure 1.2.) Fourth, the consumption function 

Y

0

Errors

“True” Relationship
(nonlinear)

Linear Functional Form

X

g2

g1

g3

Figure 1.2  Errors Caused by Using a Linear Functional Form to Model  
a Nonlinear Relationship

One source of stochastic error is the use of an incorrect functional form. For example,  
if a linear functional form is used when the underlying relationship is nonlinear,  
systematic errors (the es) will occur. These nonlinearities are just one component of the 
stochastic error term. The others are omitted variables, measurement error, and purely 
random variation.
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29 W hat Is Regression Analysis?

attempts to portray the behavior of people, and there is always an element of 
unpredictability in human behavior. At any given time, some random event 
might increase or decrease aggregate consumption in a way that might never 
be repeated and couldn’t be anticipated.

These possibilities explain the existence of a difference between the 
observed values of Y and the values expected from the deterministic com-
ponent of the equation, E1Y �X2. These sources of error will be covered in 
more detail in the following chapters, but for now it is enough to recognize 
that in econometric research there will always be some stochastic or random 
element, and, for this reason, an error term must be added to all regression 
equations.

Extending the Notation

Our regression notation needs to be extended to allow the possibility of 
more than one independent variable and to include reference to the number 
of observations. A typical observation (or unit of analysis) is an individual 
person, year, or country. For example, a series of annual observations starting 
in 1985 would have Y1 = Y for 1985, Y2 for 1986, etc. If we include a specific 
reference to the observations, the single-equation linear regression model 
may be written as:

	 Yi = β0 + β1Xi + ei  1i = 1, 2, c, N2	 (1.7)

where:	 Yi	 = the ith observation of the dependent variable
	 Xi	 = the ith observation of the independent variable
	 ei	 = the ith observation of the stochastic error term
	 β0, β1 = the regression coefficients
	 N	 = the number of observations

This equation is actually N equations, one for each of the N observations:

	  Y1 = β0 + β1X1 + e1

	  Y2 = β0 + β1X2 + e2

	  Y3 = β0 + β1X3 + e3

	 f
 YN = β0 + β1XN + eN

That is, the regression model is assumed to hold for each observation. The 
coefficients do not change from observation to observation, but the values of 
Y, X, and e do.
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30 Chapter 1  An Overview of Regression Analysis 

A second notational addition allows for more than one independent vari-
able. Since more than one independent variable is likely to have an effect on 
the dependent variable, our notation should allow these additional explana-
tory Xs to be added. If we define:

X1i = the ith observation of the first independent variable
X2i = the ith observation of the second independent variable
X3i = the ith observation of the third independent variable

then all three variables can be expressed as determinants of Y.

The resulting equation is called a multivariate (more than one indepen-
dent variable) linear regression model:

	 Yi = β0 + β1X1i + β2X2i + β3X3i + ei	 (1.8)

The meaning of the regression coefficient β1 in this equation is the impact 
of a one-unit increase in X1 on the dependent variable Y, holding constant 
X2 and X3. Similarly, β2 gives the impact of a one-unit increase in X2 on 
Y, holding X1 and X3 constant.

These multivariate regression coefficients (which are parallel in nature to 
partial derivatives in calculus) serve to isolate the impact on Y of a change in 
one variable from the impact on Y of changes in the other variables. This is 
possible because multivariate regression takes the movements of X2 and X3 
into account when it estimates the coefficient of X1. The result is quite similar 
to what we would obtain if we were capable of conducting controlled labora-
tory experiments in which only one variable at a time was changed.

In the real world, though, it is very difficult to run controlled economic 
experiments,7 because many economic factors change simultaneously, often 
in opposite directions. Thus the ability of regression analysis to measure the 
impact of one variable on the dependent variable, holding constant the influence 
of the other variables in the equation, is a tremendous advantage. Note that if a 
variable is not included in an equation, then its impact is not held constant in 
the estimation of the regression coefficients. This will be discussed further 
in Chapter 6.

7. Such experiments are difficult but not impossible. See Section 16.1.
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31 W hat Is Regression Analysis?

This material is pretty abstract, so let’s look at two examples. As a first 
example, consider an equation with only one independent variable, a model 
of a person’s weight as a function of their height. The theory behind this 
equation is that, other things being equal, the taller a person is the more they 
tend to weigh.

The dependent variable in such an equation would be the weight of the 
person, while the independent variable would be that person’s height:

	 Weighti = β0 + β1Heighti + ei	 (1.9)

What exactly do the “i” subscripts mean in Equation 1.9? Each value of i 
refers to a different person in the sample, so another way to think about the 
subscripts is that:

	 Weightwoody = β0 + β1Heightwoody + ewoody

	 Weightlesley  = β0 + β1Heightlesley + elesley

	  Weightbruce  = β0 + β1Heightbruce + ebruce

	 Weightmary  = β0 + β1Heightmary + emary

Take a look at these equations. Each person (observation) in the sample 
has their own individual weight and height; that makes sense. But why does 
each person have their own value for e, the stochastic error term? The answer 
is that random events (like those expressed by e) impact people differently, 
so each person needs to have their own value of e in order to reflect these 
differences. In contrast, note that the subscripts of the regression coefficients 
(the βs) don’t change from person to person but instead apply to the entire 
sample. We’ll learn more about this equation in Section 1.4.

As a second example, let’s look at an equation with more than one inde-
pendent variable. Suppose we want to understand how wages are determined 
in a particular field, perhaps because we think that there might be discrimi-
nation in that field. The wage of a worker would be the dependent variable 
(WAGE), but what would be good independent variables? What variables 
would influence a person’s wage in a given field? Well, there are literally doz-
ens of reasonable possibilities, but three of the most common are the work 
experience (EXP), education (EDU), and gender (GEND) of the worker, so 
let’s use these. To create a regression equation with these variables, we’d rede-
fine the variables in Equation 1.8 to meet our definitions:

Y  = WAGE = the wage of the worker
X1 = EXP = the years of work experience of the worker
X2 = EDU = the years of education beyond high school of the worker
X3 = GEND = the gender of the worker (1 = male and 0 = female)
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32 Chapter 1  An Overview of Regression Analysis 

The last variable, GEND, is unusual in that it can take on only two values, 
0 and 1; this kind of variable is called a dummy variable, and it’s extremely 
useful when we want to quantify a concept that is inherently qualitative (like 
gender). We’ll discuss dummy variables in more depth in Sections 3.3 and 7.4.

If we substitute these definitions into Equation 1.8, we get:

	 WAGEi = β0 + β1EXPi + β2EDUi + β3GENDi + ei	 (1.10)

Equation 1.10 specifies that a worker’s wage is a function of the experience, 
education, and gender of that worker. In such an equation, what would the 
meaning of β1 be? Some readers will guess that β1 measures the amount by 
which the average wage increases for an additional year of experience, but 
such a guess would miss the fact that there are two other independent vari-
ables in the equation that also explain wages. The correct answer is that β1

gives us the impact on wages of a one-year increase in experience, holding con-
stant education and gender. This is a significant difference, because it allows 
researchers to control for specific complicating factors without running con-
trolled experiments.

Before we conclude this section, it’s worth noting that the general multi-
variate regression model with K independent variables is written as:

	 Yi = β0 + β1X1i + β2X2i + g + βKXKi + ei� (1.11)

where i goes from 1 to N and indicates the observation number.
If the sample consists of a series of years or months (called a time series), 

then the subscript i is usually replaced with a t to denote time.8

1.3   The Estimated Regression Equation

Once a specific equation has been decided upon, it must be quantified. This 
quantified version of the theoretical regression equation is called the esti-
mated regression equation and is obtained from a sample of data for actual 
Xs and Ys. Although the theoretical equation is purely abstract in nature:

	 Yi = β0 + β1Xi + ei	 (1.12)

8. The order of the subscripts doesn’t matter as long as the appropriate definitions are presented. 
We prefer to list the variable number first 1X1i2 because we think it’s easier for a beginning 
econometrician to understand. However, as the reader moves on to matrix algebra and com-
puter spreadsheets, it will become common to list the observation number first, as in Xi1. 
Often the observational subscript is deleted, and the reader is expected to understand that the 
equation holds for each observation in the sample.
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33 T he Estimated Regression Equation

the estimated regression equation has actual numbers in it:

	 YN i = 103.40 + 6.38Xi	 (1.13)

The observed, real-world values of X and Y are used to calculate the coef-
ficient estimates 103.40 and 6.38. These estimates are used to determine YN  
(read as “Y-hat”), the estimated or fitted value of Y.

Let’s look at the differences between a theoretical regression equation and 
an estimated regression equation. First, the theoretical regression coefficients 
β0 and β1 in Equation 1.12 have been replaced with estimates of those coef-
ficients like 103.40 and 6.38 in Equation 1.13. We can’t actually observe the 
values of the true9 regression coefficients, so instead we calculate estimates 
of those coefficients from the data. The estimated regression coefficients, 
more generally denoted by βN 0 and βN 1 (read as “beta-hats”), are empirical best 
guesses of the true regression coefficients and are obtained from data from a 
sample of the Ys and Xs. The expression

	 YN i = βN 0 + βN 1Xi	 (1.14)

is the empirical counterpart of the theoretical regression Equation 1.12. The 
calculated estimates in Equation 1.13 are examples of the estimated regression 
coefficients βN 0 and βN 1. For each sample we calculate a different set of esti-
mated regression coefficients.

YN i is the estimated value of Yi, and it represents the value of Y calculated 
from the estimated regression equation for the ith observation. As such, YN i is 
our prediction of E1Yi �Xi2 from the regression equation. The closer these YN s 
are to the Ys in the sample, the better the fit of the equation. (The word fit 
is used here much as it would be used to describe how well clothes fit.)

The difference between the estimated value of the dependent variable 1YN i2  
and the actual value of the dependent variable 1Yi2 is defined as the  
residual 1ei2:

9. Our use of the word “true” throughout the text should be taken with a grain of salt. Many 
philosophers argue that the concept of truth is useful only relative to the scientific research 
program in question. Many economists agree, pointing out that what is true for one genera-
tion may well be false for another. To us, the true coefficient is the one that you’d obtain if you 
could run a regression on the entire relevant population. Thus, readers who so desire can substi-
tute the phrase “population coefficient” for “true coefficient” with no loss in meaning.

	 ei = Yi - YN i	 (1.15)
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